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The slides can be downloaded at http://keg.cs.tsinghua.edu.cn/jietang




Big Data in MOOC

* 149 partners
* 2000+ courses
« 24,000,000 users

110 partners

e 1,270 courses

* 10,000,000 users
e 10+ MicroMaster

DQ xuetangX.com
D7 % % & &

* 1,000+ courses

* 8,000,000 users
 Chinese EDU association

* ~10 partners
* 40+ courses

* “nanodegree”

U
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e 1.6 million users

B R 3AFig

e host >1,000 courses
e millions of users
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Some exciting data...

* Every day, there are 5,000+ new students

 An MOOQOC course can reach 100,000+ students
» >35% of the XuetangX users are using mobile

* traditional->flipped classroom->online degree




Some exciting data...

* Every day, there are 5,000+ new students
 An MOOC course can reach 100,000+ students
« >35% of the XuetangX users are using mobile

* traditional->flipped classroom->online degree

« “Network+ EDU” (020)

— edX launched 10+ MicroMaster degrees

— Udacity launched NanoDegree program

— GIT+Udacity launched the largest online master

— Tsinghua+XuetangX will launch a MicroMaster soon




However,

* only ~3% certificate rate
- The highest certificate rate is 14.95%
- The lowest is only 0.84%

» Can Al help MOOC and how?




MOOC user = Student?

How to learn more
effectively and more
efficiently?

* Who is who? background, where from?
« Why MOOC? motivation? degree?

* What is personalization? preference?




How to discover the
prerequisite relations between
concepts and generate the
concept graph automatically?
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WIKIPEDIA ya GO
select knowledge

The Free Encyclopedia

data
mining

How to leverage the
external knowledge?
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However to improve the engagement”

, artificial intelligence

- m‘}ﬁgi machine
g learning

clusterin association
rule
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MOOC user

* Who is who? background, where from?
« Why MOOC? motivation? degree? ,

 What is personalization? preference?




Basic Analysis
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Observation 1 — Gender Differenc

Table 4: Regression Analysis for Certificate Rate: All Users
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Model 1: Demographics vs Certificate

Model 2: Demographics + Learning activities
vs Certificate

Females are significantly more likely
to get the certificate in non-science
courses.

The size of the gender difference
decreases significantly after we
control for forum learning activities.

Model 1 Model 2
Non-Science | Science | Non-Science| Science
1 2 3 4
Female 0.014%** -0.003 0.002%* 0.001
(0.002) (0.002) (0.001) (0.002)
New Post | — — 0.004*** 0.038***
(0.001) (0.008)
Reply — — 0.004** 0.001*
(0.002) (0.001)
Video — — 0.000%*** -0.000
(0.000) (0.000)
Assignment| — — 0.003**3* 0.000%**
(0.000) (0.000)
Bachelor 0.014%** 0.003* 0.011%** -0.001
(0.002) (0.002) (0.001) (0.001)
Graduate 0.007*** 0.004 0.013%** 0.001
(0.002) (0.002) (0.002) (0.002)
Effort -0.072%** -0.072%**
(0.003) (0.003)
Constant 0.286%** 0.018***| (.280%** 0.006
(0.013) (0.006) (0.011) (0.004)
Obs. 74,480 19,269 74,480 19,269
R? 0.024 0.001 0.462 0.363




Observation 2 — Ability v.s. Effort

Table 4: Regression Analysis for Certificate Rate: All Users

Model 1 Model 2
Non-Science | Science | Non-Science| Science
(1) (2) (3) 4)
Female 0.014%** -0.003 0.002%* 0.001
(0.002) (0.002) (0.002)
New Post | — — 0.004*** 0.038***
(0.001) (0.008)
Reply — — 0.004** 0.001*
(0.002) (0.001)
Video — — 0.000%*** -0.000
(0.000) (0.000)
Assignment| — — Jkckok 0 000z
(0.000) (0.000)
Bachelor 0.014%** 0.003* 0.011%** -0.001
(0.002) (0.001) | (0.001)
Graduate 0.007*** 0.004 0.013*** 0.001
(0.002) (0.002) (0.002) (0.002)
Effort -0.072%** -0.072%**
(0.003) (0.003)
Constant 0.286%** 0.018***| (.280%** 0.006
(0.013) (0.006) (0.011) (0.004)
Obs. 74,480 19,269 74,480 19,269
R? 0.024 0.001 0.462 0.363
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Model 1. Demographics vs Certificate

Model 2: Demographics + Learning activities
vs Certificate

« Bachelors students are significantly
more likely to get the certificate in non-
science courses.

» Graduate students are more likely to
get the certificate in science courses.
After controlling for learning activities,
the size of the effect is almost doubled.

* Learning activities are good predictors
for getting certificates.
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Dynamic Factor Graph Model

Model: incorporating deep learning and factor graphs

Y (i)* = fF(WoZ" (i) + bo)
Z'(i)* = f(W4S'(3) + bg)

Prediction labels:

Activities we are interested in,

time 3 e.g., assignments performance and
getting certificates.

time 2

St(@) = [Zﬁ:;(i)T,xt(i)T]T tme 1

Yt(z) - [}ft,i,09 Y't,i,la cee aYt,i,n—l]T

FOW4S3(2) + by)

All features: time-varying attributes:
1.Demographics

2.Forum Activities

3. Learning Behaviors

Latent learning states

Every student’s status in at time tis
associated with a vector representation

Xt(i) = [Xti.0,Xe,i1s---5Xeyia—1]"

Z'(3) = [Z,3,0, Zt,i1y -+ s Ztiym—1) T

[1] Jiezhong Qiu, Jie Tang, Tracy Xiao Liu, Jie Gong, Chenhui Zhang, Qian Zhang, and Yufei Xue. Modeling and Predicting Learning
Behavior in MOOCs. WSDM'16, pages 93-102.



Certificate Prediction

Category | Method | AUC | Precision | Recall| F1-score
LRC 92.13 83.33 46.51 59.70
SVM | 92.67 52.17 83.72 | 64.29

FM 94.48 61.54 7442 | 67.37

LadFG | 95.73 73.91 79.07 | 76.40
LRC 94.16 76.93 89.20 | 82.57
SVM | 93.94 76.96 88.60 | 82.37

FM 94.87 80.22 86.23 | 83.07

I LadFG | 95.54 79.76 89.01 | 84.10

Science

Non-Science

* LRC, SVM, and FM are different baseline models
» LadFG is our proposed model




Predicting more

* Dropout
— KDDCUP 2015, 1,000+ teams worldwide

* Demographics
— Gender, education, etc.
 User interest

— computer science, mathematics, psychology, etc.
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il

Knowledge Graph

Math112 Vl(lieo Vlgeo

Conditional

aximum Likelihood
dom Fiel

Markov Model

CS224 1

Video | Video
CS229 1 )

(
How to extract concepts from course scripts?

How to recognize (prerequisite) relationships between concepts?
J

N
1444




Concept Extraction

4 _ ) 4 , ) 4 )

Candidate Semantic Graph-
Concept Representation based

Extraction Learnin Rankin

N ) N g N J

In this course, we will data mining data

teach some basic e

mining and its _ o clusterin intoliense

application in business business intelligence

intelligence. application

0.1{0.1(0.2{... |0.8]0.7

Video script

Vector representation
Learned via embedding or
deep learning




Prerequisite Relationship

How to extract the
prerequisite
relationship?

Math112 Video | Video
1 2
CS224 V';'e"
Conditional
dom Fiel
Video | Video
CS229 1 2

[1] Liangming Pan, Chengjiang Li, Juanzi Li, and Jie Tang. Prerequisite Relation Learning for Concepts in MOOCs. ACL'17.



Prerequisite Relationship Extraction =

« Step 1: First extract important concepts

« Step 2: Use Word2Vec to learn
representations of concepts

data mining

0.8]0.2]0.3]... 10.0]0.0

business intelligence

0.1]0.1]0.2]... 10.8|0.7

Vector representation
Learned via embedding or
deep learning




Prerequisite Relationship Extraction <

« Step 1: First extract important concepts

« Step 2: Use Word2Vec to learn
representations of concepts

« Step 3: Distance functions

— Semantic Relatedness

— Video Reference Distance

— Sentence Reference Distance
— Wikipedia Reference Distance
— Average Position Distance

— Distributional Asymmetry Distance atatia] e Vo
— Complexity Level Distance

CS224

Video | Video




Result of Prerequisite Relationship(*=

Classifier ML DSA CAL
M 1 10 1 10 1 10
P 632 601 60.7 623 61.1 619
SVM R 685 724 693 675 679 683
Fiy 658 657 6477 648 643 649
P 580 582 629 626 60.1 60.6
NB R 581 605 623 618 612 62.1
F;  58.1 594 626 622 60.6 61.3
P 668 676 63.1 620 6277 63.3
LR R 60.8 61.0 648 668 63.6 64.1
F, 6377 642 639 643 616 629
P 681 714 691 727 673 70.3
RF R 700 738 684 723 678 719
Fry 691 726 68.7 725 675 71.1

« SVM, NB, LR, and
RF are different
classification
models

* [t seems that with
the defined distance
functions, RF
achieves the best

Table 2: Classification results of the proposed method(%).

[1] Liangming Pan, Chengjiang Li, Juanzi Li, and Jie Tang. Prerequisite Relation Learning for Concepts in MOOCs. ACL'17.
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LittleMU: Intelligent Interaction
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What we can do?

machine
learning

7 artificial intelligence
0@ - data

mining

clusterin association
rule

User
modeling




» Let start with a simple case
— Course recommendation based on user interest




Course Recommendation

Low frequency ; | High frequency

LDA training

| . : | Latent interest ! ;
Course E User clustering | —) | ‘\ modeling - With the

topic 5 — . ~ learned user
analysis | Course perquisite | | ‘ Collaborative model
! modeling filtering

Recommendation result

!

Rule based adjustment

!

Zéffﬂgi’)-'\ Vig—ia

o O | =4

C+1EBREFRITERM Javak;xi 2017 WiETIE (BxER) KFEME (%BE) -5 AEE—BES (8
(2017%) #(2017%) FE)

[1] Xia Jing, Jie Tang, Wenguang Chen, Maosong Sun, and Zhengyang Song. Guess You Like: Course Recommendation in MOOCs. WI'17.



Course Recommendation
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Performance Comparison Online CTR Comparison
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Top-k recommendation accuracy (MRR) Online Click-through Rate
Comparison methods: Comparison methods:
HCACR - Hybrid Content-Aware Course Recommendation HCACR - Our method
CACR - Content-Aware Course Recommendation Manual strategy

IBCF - Item-Based Collaborative Filtering
UBCF - User-Based Collaborative Filtering
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 Let start the simplest case

— Course recommendation based on user interest

* What can we else?
— Interaction when watching video?
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Two Numbers

w
4 5

On Average: 2.6 Clicks = 5 seconds

According to what we have discussed we find that the fifth activity belongs to cash outflow of a business activity.

55%8,000,000 users = 1.3 years




Observations — Course Related
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Science courses contain much
more frequent jump-backs than
non-science courses.
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Courses

Users in non-science courses
jump back earlier than users in
science courses.

Users in science courses are
likely to rewind farther than
users in non-science courses.
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* 6.6% users prefer 10 seconds
* 9.2% users prefer 17 seconds

» 6.6% users prefer 20 seconds
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In the next ninth economic activity
The enterprise has paid 4,000,000 yuan

» Re_c 71 Rn_s
What is the money used for argmaX 2

> At Re_c 7 + Rn_s
Of which 2,500,000 yuan is paid for the expenditure of sales department
1,500,000 for the expenditure of administrative department

30s.
v * R, ;:rate of effective complete-jumps (start position and

end position located in different segments).

* R, : rate of non-empty segments (contains at least one
start position or end position of some complete-jumps).




Problem Formulation

argmax P(s;|u, v, s;;O)

[1] Han Zhang, Maosong Sun, Xiaochen Wang, Zhengyang Song, Jie Tang, and Jimeng Sun. Smart Jump: Automated Navigation
Suggestion for Videos in MOOCs. WWW'17, pages 331-339.



Prediction Results

Course Model AUC P@1 P@3 P@5
LRC 72.46 35.95 65.54 80.13

Science SVM 71.92 35.45 66.15 81.99
FM 74.02 37.61 76.04 89.59

LRC 72.59 69.23 73.23 89.32

Non-science SVM 73.52 68.39 76.64 91.30
FM 73.57 67.56 88.43 96.05

 LRC, SVM, and FM are different models
* FM is defined as follows

d d—1 d
G(xi) = wo + ) wizig HY > i (PP

j=1 i=1j'=j+1




More

» Let start the simplest case
— Course recommendation based on user interest

« \What can we else?
— Interaction when watching video?
— Interaction->intervention




Active Question

What is time complexity?
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What is Random Vector?
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Total request 30991
feedback 569

Feedback ratio 0.0184
User-thumb_up 132
User-cancel 503

Thumb_ratio 0.24
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Thank you'!

Collaborators: Jian Guan, Xiuli Li, Fenghua Nie (XuetangX)

Jie Gong (NUS), Jimeng Sun (GIT)
Maosong Sun, Tracy Liu, Juanzi Li (THU)

Xia Jing, Zhenhuan Chen, Liangmin Pan, Jiezhong Qiu, Han Zhang,
Zhengyang Song, Xiaochen Wang, Chaoyang Li, Yi Qi (THU)

Jie Tang, KEG, Tsinghua U, http://keg.cs.tsinghua.edu.cn/jietang
Download all data & Codes, http://arnetminer.org/data
http://arnetminer.org/data-sna




Open Academic Graph (OAG)

https://aminer.org/open-academic-graph
https://www.openacademic.ai/

This data set is generated by linking two large academic
graphs: Microsoft Academic Graph (MAG) and AMiner.org.
It includes 166,192,182 papers from MAG and 154,771,162
papers from AMiner.

We generated 64,639,608 linking (matching) relations
between the two graphs.

Data set #Paper #File Total size Date
Linking 64,639,608 1 1.6GB 2017-06-22
relations
MAG papers 166,192,182 9 104GB 2017-06-09

AMiner papers 154,771,162 3 39GB 2017-03-22




Open Academic Data Challenge

https.//biendata.com/competition/scholar/

OPEDAC

Open Academic Data Challenge

@ Home > Competitions >

Information
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Microsoft, Tsinghua, CKCEST - $30,000 * 224 Teams

Open Academic Data Challenge 2017

Final Submissions

2017-07-18 2017-09-15

Introduction to Open Academic Data Challenge 2017

Academic data has witnessed an exponential growth in recent years as the total number of academic papers worldwide has
exceeded 300 million and the number of academic researchers has reached 100 million. However, only about 3% of all the
academic data contain semantic annotations. Such severe lack of semantic annotation information greatly restricts the
service capacity of the academic big data’ and its industrial development. Open Academic Data Challenge 2017 is hosted

against such backdrop, committed to increasing the semantic annotation information in the academic database.

Hosted by Tsinghua University, Microsoft Research, the Knowledge Center of Chinese Academy of Engineering and the
National Science Library of Chinese Academy of Sciences, and co-organized by Tsinghua Big Data Industries Association
and IEEE Computer Society, Open Academic Data Challenge 2017 is aimed to create accurate academic profiles through
mining the description of the scholars, their research interests and academic influence, and to explore the cutting-edge

academic profiling techniques.

Based on the datasets provided by AMiner.org, a renowned academic data mining system and Microsoft Academic Graph,



